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PROBLEM

17.6%
Of all fatal car crashes
between 2017 and 2021 involved a
drowsy driver (AAA Foundation)

$109 billion
annually
is the cost of fatigue-related collisions.
(NHTSA)

https://aaafoundation.org/drowsy-driving-in-fatal-crashes-united-states-2017-2021/

https://www.nhtsa.gov/risky-driving/drowsy-driving

https://aaafoundation.org/drowsy-driving-in-fatal-crashes-united-states-2017-2021/
https://www.nhtsa.gov/risky-driving/drowsy-driving


We want to detect driver drowsiness
even in occlusion conditions. 

PROBLEM STATEMENT
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Problem Statement:



and how we’re aiming for something new

What attempts
have been made?

LITERATURE SURVEY



THE 
FIELD
SO FAR

AS OF
2023...
MAJEED ET AL. (2023)

Majeed F, Shafique U, Safran
M, Alfarhood S, Ashraf I.
Detection of Drowsiness
among Drivers Using Novel
Deep Convolutional Neural
Network Model. Sensors.
2023; 23(21):8741.
https://doi.org/10.3390/s232
18741



THEY DID BUILD
SOMETHING
LIGHT, 
BUT THERE’S
SCOPE FOR
IMPROVEMENT. 

91% ACCURACY

TAMANANI ET AL. (2023)

R. Tamanani, R. Muresan and A. Al-
Dweik, "Estimation of Driver Vigilance
Status Using Real-Time Facial
Expression and Deep Learning," in IEEE
Sensors Letters, vol. 5, no. 5, pp. 1-4, May
2021, Art no. 6000904, doi:
10.1109/LSENS.2021.3070419.



IMPRESSIVE ACCURACY,
BUT HIGH COST, HIGH
PARAMETER COUNTS

ATTENTION BASED ARCHITECTURE,
WITH RESNET50 BACKBONE 

QU ET AL. (2023)

Gao, Z. (2023). Multi-Attention Fusion Drowsy Driving Detection Model.
arXiv preprint arXiv:2312.17052. https://arxiv.org/abs/2312.17052



UTA-Real Life Drowsiness Detection
(RLDD)
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The Dataset

DATASET AND FEATURES PREPROCESSING



DATASET AND FEATURES PREPROCESSING

R. Ghoddoosian, M. Galib and V. Athitsos, "A Realistic Dataset and Baseline Temporal Model for Early Drowsiness Detection,"
2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), Long Beach, CA, USA, 2019, pp.
178-187, doi: 10.1109/CVPRW.2019.00027.

Dataset: UTA-RLDD for real-life drowsiness detection

Nature: 180 videos, 60 participants, diverse demographics.

Why: Includes partial occlusion cases, realistic scenarios, early

detection focus

Data Collection: Self-recorded videos in various environments.

Ethical Concerns: Anonymity ensured, voluntary participation +

Extra credit

Features & Datapoints: Facial expressions, eye and mouth

movements, 10 minutes at a time

Occlusion:  Glasses or considerable facial hair in 50% of the dataset.

Total Features & Datapoints: 180 (10 minute long) videos with

multiple facial features

(UTA-RLDD) was created for the task of multi-
stage drowsiness detection, targeting not only
extreme and easily visible cases, but also subtle
cases when subtle micro-expressions are the
discriminative factors.

Each participant provided one video per class:
alert, low vigilance, and drowsy.



PREPROCESSING: EAR, MAR, TILT VIA MEDIAPIPE



PREPROCESSING: CROPPING, SHADOWS, SYNTHETIC OCCLUSIONS



FULL VIDEO GRAPH 



AN OVERVIEW OF THE PREPROCESSING



ML Methodology
WHAT WE USED

WE TRIED:
1.  DENSE NEURAL NETWORK (ON EXTRACTED DATA)
2.  STANDARD CNN WITH FULLY PREPROCESSED DATA
3.  LSTM (ON EXTRACTED DATA) 
4.  CNN + LSTM WITH  FULLY PREPROCESSED DATA



TRIALS & FAILURES
 DENSE NEURAL NETWORK (ON EXTRACTED DATA)

 STANDARD CNN WITH FULLY PREPROCESSED DATA

ML Methodology
WHAT WE USED

ACCURACY : 61%
MODEL NOT POWERFUL ENOUGH

ACCURACY : 68%
NO MANUAL FEATURES, NO TEMPORAL CAPTURE



WHAT WE USED

 CNN + LSTM + MEDIAPIPE FEATURES

ACCURACY : 83%
LSTM UNABLE TO TAKE LONG CONTEXT
LENGTHS, LEADING TO INSUFFICIENT RUNTIME
ON KAGGLE

Compact Design:  

1. Multi-Modal Paths  
   - Visual: MobileNet-style CNN → LSTM (128 units)  
   - Physiological: Processes 4 key features (EAR, MAR, Head Tilt, Nods)  

2. Efficient Image Pipeline
   - Depthwise separable convolutions  
   - Progressive downsampling (strided convs + adaptive pooling)  

3. Fusion & Classification
   - Late fusion: LSTM (128-D) + tabular (4-D)  
   - FC layers (ReLU → Dropout 30% → 3-class output)  

Key Features:
✔ Facial + physiological cues ✔ Lightweight ✔ Real-time video-ready



WHAT WE USED

 CNN + LSTM + MEDIAPIPE FEATURES (EFFICIENTNET BACKBONE)

VALIDATION ACCURACY : 85%
HIGHER INFERENCE LATENCY AND MEMORY
USAGE

HYBRID MODEL ARCHITECTURE
VISUAL PATH: EFFICIENTNETB1 (CNN BACKBONE) → BILSTM (128 UNITS)

PHYSIOLOGICAL PATH: STANDARDIZED TABULAR FEATURES (EAR, MAR, HEAD TILT, NOD)

OPTIMIZED TRAINING
DATA AUGMENTATION: HORIZONTAL FLIPS, BLUR, COLOR JITTER

REGULARIZATION: LABEL SMOOTHING (0.1), DROPOUT (40%), BATCH NORM

FUSION & DECISION
FEATURE CONCATENATION: CNN (1280-D) + TABULAR (4-D) → BILSTM (256-D)

CLASSIFICATION: FC LAYERS (RELU → DROPOUT → 3-CLASS OUTPUT)

KEY ADVANTAGES
   ✔ MULTIMODAL (IMAGE + SENSOR FUSION)

   ✔ ROBUST (AUGMENTATION + BIDIRECTIONAL LSTM)

   ✔ DEPLOYABLE (GPU-OPTIMIZED, SAVED BEST WEIGHTS)



WHAT WE USED

 CNN + LSTM + MEDIAPIPE FEATURES

VALIDATION ACCURACY : ~90%+ (IN 3 EPOCHS)
AN LSTM WITH A SEQUENCE LENGTH OF 5 SHOWED
INCREASED PROMISE BUT WE RAN OUT OF COMPUTE
ON KAGGLE EVERY TIME WE TRIED IT



 | PERFORMANCE METRICS

Model Size (MB) → 1.7MB 



Conclusion
WHAT WE USED

In this project, we aimed to build an efficient and accurate drowsiness detection model that performs
well even under occlusion and low-light conditions, while being lightweight enough to run on low-
computational devices.

We began with a baseline DNN, achieving 61% accuracy.
Integrating MobileNetV2 + LSTM (1 timestep) improved accuracy significantly to 83%, balancing
performance and efficiency.
Using EfficientNet-B1 + LSTM achieved similar accuracy (~85%) but with higher memory and
computational cost, making it less suitable for edge deployment.
Finally, by using MobileNetV2 + LSTM with 5 past frames, we pushed validation accuracy to ~90%,
with potential to reach 92%+ given more training epochs.

Our final approach demonstrates that with careful design, combining lightweight CNNs and temporal
modeling, it's possible to build a robust, real-time drowsiness detection system that is both accurate
and efficient for deployment on resource-constrained devices.


